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Abstract— Gossip-based communication protocols are attractive in cases where absolute delivery guarantees are not required 
due to their scalability, low overhead, and probabilistically high reliability. In earlier work, a gossip-based protocol known as 
gravitational gossip was created that allows the selection of quality ratings within subgroups based on workload and information 
update frequency. This paper presents an improved protocol that adds an adaptive component that matches the actual 
subgroup communication rates with desired rates coping with network variations by modifying underlying gossip weights. The 
protocol is designed for use in environments where many information streams are being generated and interest levels vary 
between nodes in the system. The gossip-based protocol is able to allow subscribers to reduce their expected workload in 
return for a reduced information rate. The protocol is a good fit for applications such as military information systems, sensor 
networks, and rescue operations. Experiments were conducted in order to compare the merits of different adaptation 
mechanisms. Experimental results show promise for this approach. 
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——————————      —————————— 

1 INTRODUCTION

HIS article introduces adaptive gravitational gossip 
(AGG), a group communication protocol that allows 
subgroups in the system to select transmission quali-

ty levels, which are maintained with high probability. The 
protocol uses heuristics to uphold information dissemina-
tion targets despite changes in network conditions. In a 
previous workshop article [1], a static version of the gra-
vitational gossip (GG) protocol was introduced based on 
a mathematical model of gossip performance. The AGG 
protocol builds on this earlier work to allow gossip prob-
abilities to adapt over time based on changing conditions. 
Experimental results show that the AGG protocol has 
great promise for use in situations where subgroups have 
different information targets, network conditions are un-
stable, and scalability is an important consideration. 

The essence of gossip protocols is that nodes commu-
nicate by randomly and unreliably sharing information. 

Gossip protocols are also known as epidemic protocols 
because the spread of information mimics that of a dis-
ease. Each node periodically chooses another at random 
and sends a subset of the information that it has. No data 
is kept regarding which nodes have which information, 
which yields a relatively stateless protocol compared to 
traditional reliable group communication. Messages are 
sent unreliably using UDP. The process is shown in Fig. 1. 
The process is only probabilistically reliable, but is po-
werful in practice. Reliable group communication proto-
cols must ensure that all nodes receive all messages, and 
this becomes increasingly difficult as group sizes grow. In 
large networks, it is likely that some node is having a 
connectivity or congestion problem at any given time, 
even if the identities of the problem nodes vary. Gossip 
allows nodes not experiencing difficulties to receive all 
information with high probability. Intermittently proble-
matic nodes get as much information as they can. Gossip 
also spreads the work to publish information across the 
group's membership, leading to better scalability. 

The static GG protocol takes gossip further. In many 
settings, different members of a group will have different 
interest levels in information. One can imagine a situation 
where interest in an information stream decreases with 
distance, as in Fig. 2. Nodes closer to the information 
source would like a higher percentage of periodic updates 
than those farther away. Nodes receiving less information 
should do less work to maintain the overall system.  

The use of adaptive weights in epidemic protocols is 
relatively new. Two notable instances of adaptive epi-
demic protocols focused on choosing the minimum gos-
sip rate such that nearly all members receive information 
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based on factors like network conditions and buffer sizes 
[2] [3]. AGG goes beyond prior work by being the first 
epidemic protocol to allow multiple subgroups to each 
specify desired information rates, and to adapt gossip 
settings to meet those rate targets as network conditions 
change. Because conditions tend to be similar in a local 
area, it is possible to have subgroups with similar target 
information rates, but in different locations, as in Fig. 3.  

The AGG protocol has many applications. These uses 
tend to fit a pattern where periodic information updates 
are broadcast, where interest in an information stream 
decreases by some criterion, often distance, and reasona-
ble actions can be taken with a subset of the published 
information. There is also a tendency to have numerous 
simultaneous information streams, making it impractical 
to fully subscribe to them all. For scalability reasons, it 
becomes important to provide the following abilities. 

1) Allow nodes to only subscribe to a fraction of the 
information that is being sent in a given stream. 

2) Ensure that a publisher of information will have to 
do as little work as possible as the system grows.  

3) Receivers will do their fair share of work, but will 
do proportionately less if they receive less information. 

A potential application for the AGG protocol is infor-
mation-centric military operations. The military is mov-
ing towards a more information-rich environment for its 
warfighters. This trend appears in the Department of De-
fense’s Joint Vision 2020 [4] and in the addition of Cyber-
space to the Air Force mission statement [5] [6]. Efforts to 
better manage large numbers of publish-subscribe infor-
mation streams in military communication, like the JBI 
information system [7], point to a future where trade-offs 
will be required in the information flow across band-
width-constrained battlefronts. Tools like AGG will allow 
a richer and more adaptive set of “dialable” information 
settings, which will allow more constrained sections of 
the network to “dial” their expected update rate down 
while others “dial” rates up. Achieving similar results 
using traditional protocols effectively means creating a 
publish-subscribe group for each subgroup with a differ-
ent target. This solution has at least as great an overhead 
on the sender (i.e. publisher of information) as traditional 
reliable multicast protocols. AGG, by contrast, spreads 
the load of sending updates to all of the system’s nodes. 
Members receiving fewer updates do less work in terms 
of messages sent and received. Similar requirements exist 
in classes of sensor networks and rescue operations. 

The article begins by describing the basic GG protocol. 
A description of the new adaptive addition to the proto-
col follows. Experimental results are presented to show 
how the new protocol performs in control-based scena-
rios. A summary and a set of major conclusions follow. 

3 STATIC GRAVITATIONAL GOSSIP 
3.1 Gravitational Gossip Mathematical Model 
This section reviews the mathematical model, which 
forms the basis of the static gravitational gossip (GG) pro-
tocol, first introduced in [1]. The GG protocol is based on 
an epidemic model incorporating variable subpopulation 
infectivity and susceptibility rates developed by Busen-
berg and Castillo-Chavez in 1991 [8]. In traditional epi-
demic protocols, nodes choose others to send gossip mes-
sages to using a uniform probability distribution. The 
potential receivers of a gossip are the members of a 
process group, which is a set of nodes that subscribe to 
receive such information. An intuitive way to envision 
this process is that when it is time for a node within an 
epidemic-based process group of size N to gossip to 
another node in the system, it rolls an N-sided die to 
choose which other node to send a gossip message to. 
This die is fair, which means that no region of the die is 
more likely than any other. GG weights the gossip die so 
that some sides are more likely to appear than others.  

Table 1 summarizes GG’s major parameters. Nodes in 
a process group are divided into subgroups. Each sub-
group is associated with a rating ]1,0[∈r that equates to 

 
Fig. 1. In gossip, unreliable packets are sent to random destina-
tions from nodes with information during each round. Nodes with-
out information are light while nodes with the information are dark.
Arrows represent gossip messages. An X represents a lost packet.

 
Fig. 2. In illustration of gravitational gossip: interest in information 
decreases with distance 

 
Fig. 3. A more typical use of the protocol. Interest levels may not
correspond directly to distance. Also, nodes are clustered based
on both interest and proximity to make adaptation easier. 
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the target rate for information updates. A higher rate 
yields more information, but requires more work from a 
subgroup's members in terms of the expected number of 
messages that will be sent and received. Although non-
uniform distributions in epidemic protocols have been 
discussed for over 20 years in the literature, including an 
early article by Demers [9], GG’s innovation is that it uses 
a mathematical model of gossip behavior to allow users 
to intelligently choose the gossip probabilities, also called 
gossip weights and susceptibility values in this article, to 
achieve the desired expected distribution of information 
by a given expiration time, called a timeout value.  

Borrowing from epidemic terminology, each subgroup 
of nodes in a process group has two parameters, its infec-
tivity ( I ) and susceptibility ( S ). A node that has not re-
ceived a piece of information is said to be susceptible. 
Once that node has the information, it is infected and able 
to pass the new data along to others.  

To be more precise, we have the following definitions. 
Define rI = the infectivity of a subgroup with a target 

information rate r, which corresponds to the probability 
that a member of the subgroup with knowledge of a data 
item will gossip to other group nodes. [0,1]rI ∈ . 

Define rS = the susceptibility of a subgroup with target 
rate r, which is the probability that a subgroup member 
will be targeted with a gossip message. [0,1]rS ∈ . 

The infectivity and susceptibility rates of two 
nodes i and j multiplied together, 

i jr rI S⋅ , gives the prob-
ability that node i will send a gossip message to node j , 
where ir  and jr  are the two nodes’ subgroup ratings. 

Because a publisher (aka sender) of information will 
always have 100% of the information that it generates, an 
information publisher will always be a part of subgroup 1 
(1 signifying 100%). The special terms 1I  and 1S  refer to 
the infectivity and susceptibility, respectively, for this 
subgroup. While multiple publishers can be added with a 
simple extension to the formulas presented here, we will 
concentrate on the single publisher case in this article in 
order to make the presentation cleaner. 

In GG, a recurrence relation was found to determine 
the probability that a node would not be infected after t 
gossip rounds given fixed values of I and S .  

The lifetime of a gossip message is expressed in terms 
of a number of gossip rounds because nodes choose to 
gossip to others in their group periodically, although 
node clocks are not assumed to be synchronized to the 
point where a round of gossip occurs at the same time at 
all group nodes. In this way, the lifetime of a message can 
be thought of as a discrete value in terms of the number 
of gossip rounds remaining. 

Define rN  = the number of nodes with rating r , and 
rI , rS  respectively as the infectivities and susceptibilities 

of nodes with rating r .  
Define )(txr  = probability node m with rating r  is still 

susceptible at time t   
Then, 
 

 m) missed 1 tat timer  rating  togossiped that machine each(     
)()1(

+
⋅=+

P
txtx rr
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By basic calculus [10], (1 1 )  as xxx e−− = →∞ , so 
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where the sum of the exponents is calculated over all of 
the different ratings. For purposes of approximation, it is 
assumed that the random variable in the exponent is 

 TABLE I 
UNITS IN GRAVITATIONAL GOSSIP 

Sym-
bol 

Type Meaning 

r  Set by User The target information rate for a 
subgroup in the range [0, 1], 
which equates to 0% to 100%. 

rI  Set by User The infectivity (tendency to gos-
sip) for a subgroup with target 
information rate r . In this ar-
ticle, rI r=  in all cases. 

rS  Controlled Parame-
ter (set by algorithm) 

The susceptibility (tendency to be 
gossiped to) for a subgroup with 
target .r Also called gossip weight. 

gossip 
weight 

Controlled Parame-
ter (set by algorithm) 

Synonymous with rS . 
 

timeout Set by User The amount of time a message 
will be gossiped in the system 
before it expires. 

T  Equation Variable A time value, not necessarily 
equal to timeout, which appears 
in some equations. 

δ  Set by User How much error can be tolerated 
for subgroups with a rate of 
100%. (i.e. δ of 0.01 would be a 
target rate of 99.9%.)  

t  Equation Variable Time used in gossip equations, 
expressed in rounds (i.e. 1t + is 
one round higher than ).t  

( )rx t  Equation Parameter Percentage of subgroup members 
at rating r uninfected at time t . 

rN  Set by User Number of nodes in the sub-
group with rating r . 

num_ 
nodes 

Controlled Parame-
ter (set by algorithm) 

Number of nodes to gossip to per 
round from a given node. 

mes-
sage_ 
percent 

Controlled Parame-
ter (set by algorithm) 

Percent of available messages 
included per gossip transmission. 

quality 
contri-
bution 

Equation Parameter Source infectivity times Destina-
tion Susceptibility. 

( )kOI S
 

Controlled Parame-
ter (set by algorithm) 

The observed infectivity (rate of 
information receipt) when a sus-
ceptibility of kS is used. 

1I  Equation Parameter A subgroup with a target infor-
mation rate of 100%. 

γ Controlled Parame-
ter (set by algorithm) 

Used in a binary search that 
scales ( )rx t to expire at timeout. 
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equal to its expected value.  
This equation can be broken down into a series of re-

currence relations for each of the system’s subgroups.  
 ∑ −⋅⋅⋅−
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Given these equations, the fraction of infected nodes 
for the subgroup at rating r  in round t  is )(1 txr− . An 
important property was also derived that follows from 
induction on the recurrence relations above. Namely, 

 
 1/
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Each node within a given subgroup has the same de-

sired rate of information, r. Because r is a real number, it 
is possible that many or most nodes will be in subgroups 
by themselves unless care is taken to make rating discrete 
and to cluster nodes with close desired rates together. The 
derivation above depends on the law of large numbers. A 
setting with many singleton subgroups serves as a worst-
case for the gravitational gossip protocol. 

3.2 Gravitational Gossip Parameter Prediction 
The equations derived in the previous section give a me-
thod for determining the number of infected nodes at 
rating r  at round t  given gossip parameters rI and rS . 
The inverse problem is often the one that is of most inter-
est. Given a set of target subgroup ratings, can the gossip 
parameters that will result in nodes receiving information 
at the prescribed rates be determined mathematically? 
The equations derived in the previous section are in the 
form of recurrence relations that do not lend themselves 
to a straightforward inversion. This section briefly re-
views the static algorithm [1] for finding gossip parame-
ters that can be used to achieve the target rating in expec-
tation for each subgroup. 

Mathematically, the goal of the inverse algorithm is to 
find values 

krr SSS ,...,,
11 given the target infectivity val-

ues
krr III ,...,,

11 input by the users such that: 
 

0)(1 ≈timeoutx  
11)(

1
rtimeoutxr −≈  

       … 
kr rtimeoutx

k
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k
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1
 so we will meet the goal that 

a machine at rating r will initiate r times as many gossips 
as a machine at rating 1, and a machine at rating r will 
have a probability r of receiving a message before it times 
out. 1I always includes the publisher, which has value 1.0 
since it will have 100% of the information it generates. 

The parameter prediction algorithm works as follows: 
For any fixed parameter setting, there is some smallest 

round number T  such that 1( )x T δ< whereδ is an arbi-
trary value asking for how closely the expected value of 
the first subgroup, which contains the sender (i.e. pub-
lisher), should be to 1. For example, a δ  value of 0.01 
would signify that the expected rate of information will 
be 99.9% of all published information in the first sub-
group of the system. 

Given the previous section’s equations, the fraction of 
infected nodes for the subgroup at rating r  in round T  is 

1 1
1( ) ( ( )) r rS S S S

rx T x T δ≈ < . If we let 1 1S =  and pick rS  
such that ( ) 1rx T r< −  then this means that rS  should be 
chosen so that rrS −=1δ . Solving for rS yields: 

 
rrrSr ∀−=−= ),(log)1(log)1(log 22 δδ    

 
This equation gives the desired fraction of infected 

nodes at each rating r  at round T , but we want this to be 
achieved by round timeout. To achieve this, we can global-
ly scale the susceptibilities by some value, which we will 
call γ. No matter what the value of γ is, whenever 

1( )x T δ<  the fraction of susceptibles at the other ratings 
will satisfy the desired proportions. Varying γ just affects 
the time when this occurs. Thus, we binary search to find 
a value of γ for which 1( )x timeout δ< , but 

1( 1)x timeout δ− ≥ . We test a given γ by running the re-
currence relations with the corresponding parameters. 

It should be noted that the term time, in a slight abuse 
of notation, is used here to refer to a number of rounds, 
which are discrete, rather than a continuous value. Time 
is used in a similar manner in the rest of the article. 

4 ADAPTIVE GRAVITATIONAL GOSSIP 
The static GG parameter prediction method works well in 
stable network conditions, but many real-world applica-
tions run over shared networks with unpredictable levels 
of competing traffic, network congestion, and sporadic 
connectivity. The static protocol works best in environ-
ments with large numbers of members, high timeout val-
ues, low network communication errors, and low mes-
sage latencies. Important applications, such as the wide-
area monitoring and control situations outlined in Section 
2, require a protocol that can adapt as conditions change. 
While other adaptive gossip protocols exist that change 
their gossip distribution based on group member infor-
mation in response to user queries [11, 12] and physical 
node locations [13, 14], the protocol in this article is able 
to allow the creation of subgroups, each with their own 
gossip rate targets, and can adapt the overall system as 
network conditions change.  

Each node keeps a record of the percentage of messag-
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es received over time. This can be done because messages 
are assumed to be periodic and the periodicity is known 
to all members of the group, as mentioned in Section 4.  

This section begins by describing a protocol frame-
work to support adaptive behavior. The protocol’s central 
premise is that if information is known regarding the 
process group and subgroup membership, the infectivi-
ties (the rate of information desired), and the publication 
rate from the group’s sender, then appropriate suscepti-
bilities (aka gossip weights) can be found such that sub-
groups desiring more information will gossip more to 
maintain the overall information flow within the group. 

The sender must publish new information at a predict-
able rate in the adaptive GG protocol in order for the 
group members to calculate the quality rate of informa-
tion that they are receiving. The rate that the sender pub-
lishes new information is assumed to be periodic in this 
article. The goal is to ensure that the desired rate of in-
formation for each subgroup (its infectivity) is equal to 
the received rate. (I.e. each node in a subgroup with an 
infectivity of 0.25 should receive 25% of all published in-
formation, on average, by the time it expires.) 

4.1 A Basic Adaptive Protocol Framework 
The previous sections beg the question of how adaptive 
information is gathered into and disseminated out from 
adaptive weight adjustment heuristics. A basic protocol 
framework has been created in order to illustrate one way 
of implementing such a protocol and to allow experi-
ments to compare three competing adaptive heuristics. 

Static gossip weight calculations are triggered when-
ever a new group is created, when the set of the group’s 
subgroups changes, or when membership changes occur. 
In the description of the group communication protocol 
that follows, for each node that belongs to a group, it will 
be a member of exactly one subgroup within that group. 
In publish-subscribe terminology, all nodes in the group 
would be considered subscribers to an information 
stream. In the terminology used in this article, the senders 
of information to a group are the group’s publishers. It is 
important to keep in mind that all members in the group 
are likely to periodically forward information in the form 
of gossip, but only the senders (i.e. publishers) are 
sources of new information to the group. 

In the basic adaptive protocol developed in this article, 
static weight calculations follow the mathematical model 
outlined in Section 3. The infectivity is equal to the de-
sired rate of information for each subgroup, where the 
value ranges from 0 (no information) to 1 (100% of the 
published information). The susceptibility weight calcula-
tions for each subgroup are performed by the sender 
within a group. (As mentioned previously, a single send-
er is assumed in this article for clarity of presentation. The 
same technique is easily extended to multiple senders by 
keeping each sender in its own subgroup.) A system inva-
riant is that the group’s sender belongs to its own sub-
group. This is necessary due to the fact that the senders 
inherently possess 100% of all messages that they send. 
So, for example, if a sender were placed in a subgroup 
with a susceptibility of 0.20 and four other nodes then the 

target information rate would automatically be satisfied 
since 100%/5 nodes = 20%/node. For this reason, the 
sender will be in its own subgroup, and the four remain-
ing nodes will be placed in a separate subgroup.  

As the protocol progresses, each node keeps a record 
of the percentage of messages received over time. This is 
possible because messages are assumed to be periodic 
with a known periodicity, as mentioned in Section 4.  

4.1.1 Overview of Adaptive Protocol Messages 
All messages in the basic protocol framework are sent 
unreliably using UDP packets. The purpose and content 
of each message type is described in this subsection.  

4.1.1.1 Gossip Messages 
Every group member periodically sends gossip messages. 
Gossip intervals are unsynchronized between group 
members. Gossip cycles occur at roughly the same fre-
quency at every group node, but the clocks and gossip 
trigger times vary from node to node. The gossip fre-
quency is a group-wide parameter in the system.  

In the group communication system, each new piece of 
information published to the group is called a gossip 
fragment. Gossip fragments expire and are no longer 
shared after a fixed time set on a group-wide basis.  

A node will gossip to another node at random accord-
ing to the gossiping node’s infectivity and the selected 
recipient’s susceptibility. Initial calculations for the infec-
tivity and susceptibility follow the method outlined in 
Section 3. From then on, infectivity and susceptibility val-
ues are adapted to compensate for changing network 
conditions using heuristics such as those in Section 5. 

When a gossip message is sent, the message consists of 
a series of gossip fragments appended to each other. The 
number of fragments is dictated by the formula in Section 
4.2. Fragments are chosen at random from the sending 
nodes’ set of known unexpired published information. 

4.1.1.2 Periodic Gossip Weight Recalculation 
Denote the number of rounds before a message expires as 
T . In the adaptive gossip protocol, each group member is 
told how frequently each sender (i.e. publisher) sends 
new information to the group. The members also know 
how long messages should be propagated before they 
expire and are no longer of interest. Given this informa-
tion, group members are able to calculate the percentage 
of information that they are receiving based on the mes-
sages received in a given time period. For example, in the 
experiments run in Section 6, the percentage of messages 
received was calculated over a timeframe of T . In these 
experiments, 20 messages were published per 100 ms 
round and messages expired after 20 rounds. Therefore, 
simple division of the messages received by the lifetime 
of each message gives the quality measurement over this 
time period. For example, if an average of 5 messages 
were received per round then 5 messages / 20 messages 
published per round = a 25% quality rating. This result 
can be aggregated with the others across the T timeframe 
to get an overall average. So, if T is 4 then we can use the 
average quality rating for each of the 400 100ms rounds 
between time δ and δ + 4. Once this value is calculated, 
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information can be gathered from each subgroup to see if 
the average member is receiving the desired quality rate. 

Every T⋅2  rounds, the message sender randomly 
chooses one node in each subgroup and sends a gossip 
quality request. T⋅2 is chosen to allow ample time for 
new gossip weights to propagate through the system be-
fore taking performance measurements. When a node 
receives a subgroup quality request, it relays a gossip 
message to each of the other members of its subgroup. 
The subgroup nodes’ responses are totaled and averaged 
before they are returned to the sender. Weight adjust-
ments are performed for each responding subgroup using 
heuristics such as those in Section 5. All messages are sent 
unreliably. If a response is not received then the last 
known value is used. Weights readjustment results are 
distributed in unreliable gossip messages sent to one ran-
domly chosen member of each subgroup. When a sub-
group member receives a weight readjustment value, it 
sends an unreliable copy to all other subgroup members.  

4.1.1.3 Recovering When Weight Updates Do Not 
Arrive at Group Nodes 

The gossip weight update messages described in the pre-
vious subsection are sent unreliably so a mechanism is 
needed to allow nodes to receive the new values when an 
original update message is lost. To do so, the latest gossip 
weights and their timestamp are hashed together into a 
32-bit value. The hash values are included with all gossip 
messages throughout the information dissemination 
process. In each gossip message, hash values are included 
for each group/sender with at least one information 
fragment included in the message. When a node receives 
a gossip message, the hash value(s) in the message are 
compared against a hash of the node’s current gossip 
weight values. If the two hashes are not a match then a 
repair message is generated from the receiver to the 
source of the gossip message. Upon receipt of a repair 
message, if the receiving node has newer weights than 
those contained in the message then those newer values 
are returned in a message. Once again, all messages use 
unreliable UDP packets. Message losses end the exchange 
and no attempt is made to detect or recover from them. 

4.1.1.4 Potential Protocol Enhancements 
This protocol is relatively simple. It could be streng-
thened in a number of ways. Large subgroups, subgroups 
with diverse topologies, or subgroups with varied com-
munications characteristics could benefit from a hierar-
chical communications infrastructure or an automated 
mechanism to split nodes into smaller subgroups and 
then recombine when appropriate. The adaptive protocol 
centralizes all subgroup gossip weight calculations at 
group senders, but heuristic other than the initial adap-
tive do not require this. A representative member of each 
subgroup could do the job instead. To make this work, 
some type of leader election algorithm would be required. 

4.2 Converting Gossip Weight to Transmission 
Probabilities 

The gossip weight calculations described in Section 3, and 
the adaptive heuristics described in Section 5, use a ma-

thematical model of gossip behavior and heuristic algo-
rithms to find gossip weights for the subgroups affiliated 
with a group sender/publisher. Based on the terminology 
in Section 3, the goal of these calculations is to predict the 
susceptibility (gossip probability) value for the members 
of a subgroup in order to maintain the desired infection 
rate (percentage of published information received).  

4.2.1 Calculating the Quality Contribution Factor 
In the gossip algorithm, each node possesses an infectivi-
ty rating, which is the desired percentage of information 
received. To make an analogy with the spread of a dis-
ease, an individual’s infectivity is their tendency to 
spread disease. An individual’s susceptibility is their ten-
dency to get ill around an infected individual. Similarly, a 
higher susceptibility in gossip means a node is more like-
ly to be gossiped to, and a high infectivity means a node 
is more likely to send gossip to other individuals. (A goal 
of the protocol is for members with a higher desired in-
formation rate to do more work to maintain the group.)  

The source infectivity multiplied by a destination sub-
group susceptibility yields a raw value called the quality 
contribution from a given node to a given subgroup.  

4.2.2 Dividing Quality Contribution Factors into 
Gossip Probabilities and Message Sizes 

For a given quality contribution value, a trade-off needs 
to be made between the probability of gossiping to a node 
versus the amount of information contained in each gos-
sip message. (A quality contribution of 0.5 can be 
achieved by sending half of known information updates 
to one node, a quarter to two nodes, etc.) 

If the number of nodes gossiped to is minimized then 
the knowledge variance may be high from one subgroup 
member to another. At the same time, it is not desirable to 
send too many network messages. We have adopted the 
convention that the quality contribution should be di-
vided so that the number of nodes to gossip to in a sub-
group, called num_nodes here, is calculated as follows 

 __
_ _

quality contributionnum nodes
target subgroup rating
⎡ ⎤

= ⎢ ⎥
⎢ ⎥

 
 

and that the percentage of messages included in each 
packet sent, called message_percent here, are equal to 
 

nodesnum
oncontributiqualitypercentmessage

_
__ =   

 
For example, if subgroup A has target infectivity 0.75 

and susceptibility 0.25, and subgroup B has infectivity 0.5 
and susceptibility 0.33 then for A->B, 

_ (0.75 0.33) 0.5 1num nodes = ⋅ =⎡ ⎤⎢ ⎥  so each round one 
message will be sent from each node in subgroup A to a 
random member of subgroup B. 

_ (0.75 0.33) 1 0.495message percent = ⋅ =  so each mes-
sage will contain 49.5% of the known unexpired gossip 
fragments. The heuristic balances the number of gossip 
messages sent against the message sizes.  

The heuristic for dividing a quality contribution into a 
probability of gossip versus the amount of information 
per gossip message worked well in the experiments run. 
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5 ADAPTIVE GOSSIP HEURISTICS 
One shortcoming of the gravitational gossip algorithm in 
Section 3 is that there is no closed-form solution. It is ex-
pressed as a recurrence relation. The inverse algorithm in 
Section 3.2 works well, but cannot take network losses 
into account. This section describes four adaptive heuris-
tics, which adapt gossip weights over time to compensate 
for changes in network losses rates and other disruptions.  

The four heuristics each run over the distributed 
framework described in Section 4. At periodic intervals, 
an adaptive algorithm will take in the average observed 
infectivity in each subgroup since the last time a new sus-
ceptibility value was computed. The adaptive algorithm 
computes new susceptibility values per subgroup based 
on the rate targets (subgroup infectivity values). These 
new susceptibility values are distributed throughout the 
communication group using a gossip-based mechanism 
and the cycle starts again. A description of each of the 
adaptive mechanisms that we tested is provided below.  

5.1 A Linear Heuristic for Finding Gossip Weights 
Finding a heuristic method to find appropriate gossip 
weights (i.e. susceptibilities) as network conditions 
change over time is a challenge. This section describes a 
simple linear heuristic, which begins with a numerical 
algorithm to solve the quality inversion problem in Sec-
tion 3.2 in the face of changing network conditions. 

To solve the inversion problem numerically, an algo-
rithm must find the roots of the mathematical model equ-
ations in Section 3 based on a given set of quality rates. 
The problem is to find a set of susceptibility values rS , 
for each subgroup with target rating r, such that the infec-
tivity values of each subgroup rI will be equal to their 
final rate of infection after the last round of gossip is over. 
Each message has an expiration time, which translates 
into a fixed number of gossip rounds over the message’s 
lifetime, called timeout. The expected percentage of unin-
fected nodes (i.e. nodes without knowledge of a piece of 
information) by time t is given by the Section 3 equation 
 (1 ( ))

( 1) ( )
r j j j

j

S I N x t

r rx t x t e
− ⋅ ⋅ −∑

+ ≈ ⋅           (1) 
 

( )rx t is the percentage of uninfected nodes at time t. rS is 
the susceptibility (gossip weight) of the nodes in the sub-
group with target information rate r. jI  is the infectivity 
for subgroup with target rate j (the rate j is the target per-
centage of nodes that will receive the message before it 
expires). jN is the number of infected nodes in subgroup j 
by time t. The exponent is summed over all subgroups, 
which is denoted by the j subscript. 

Equation (1) is a recurrence relation for finding the fi-
nal percent of infected nodes given a starting infectivity 
value jI  over each subgroup with rating j. Matlab’s 
lsqcurvefit method [15] is a non-linear root-finding algo-
rithm in multiple dimensions. By specifying that suscep-
tibility values are only valid over the range [0,1], lsqcur-
vefit can look for subgroup susceptibilities such that the 
actual information rates will equal those desired.   

Equation (1) gives good approximations when the 
network has low congestion and low bit error rates, but 

can be inaccurate in other circumstances. Non-linear root-
finding numerical methods like lsqcurvefit work by test-
ing many evaluations of a user-supplied function to find a 
vector of values that result in an answer that is close 
enough (as defined by the user) to the true solution. A 
good set of susceptibility values under ideal network 
conditions can be found by supplying a function to eva-
luate equation (1) at time timeout. In real networks with 
shifting conditions, one could supply a function to 
lsqcurvefit that allowed a simulation or even a real net-
work to operate long enough to be stable and then could 
use the resulting average information rate for each sub-
group as the return value for that function evaluation. 
Unfortunately, lsqcurvefit and other similar methods can 
require hundreds of function evaluations before converg-
ing to a value. A long series of evaluations is slow and is 
also susceptible to changing network conditions in the 
middle of a function evaluation cycle. The effects of small 
changes in gossip weights are also likely to be lost in the 
noise caused by network fluctuations and sampling error.  

A simple heuristic can capitalize on the Matlab-based 
non-linear least-squares inversion method by assuming a 
linear continuum between susceptibility weights. Pseu-
docode for this method is given below. All variables in 
the equation below are [ ]nodesnum _1⋅  vectors, and divi-
sion and multiplication are to be performed term by term. 

 
1. susceptibility ← least squares calculation 
    (based on the target subgroup infectivity) 
2. observed infectivity ← network protocol evaluation 
3. modified susceptibility ← least squares calculation 
    (observed infectivity based on calculated suceptibility) 
4. susceptibilitytrue susceptibility susceptibility

modified susceptibility
← ⋅     

 
This algorithm calculates susceptibility weights based on 
equation (1) (psuedocode line 1). Next, these weights are 
used under real network conditions for an evaluation 
period (4 seconds in the article’s experiments) (line 2). 
Then, lsqcurvefit is used again to find the susceptibility 
values (modified susceptibility values in line 3) required 
in an ideal network to achieve the information rate that 
was actually observed in the network (observed infectivi-
ty in line 3). In step 4, we assume that there is a linear 
relationship between the input susceptibilities and output 
observed infectivities. We take the proportionate differ-
ence between the observed and desired infectivities and 
then scale the susceptibility values used by that factor.  

This simple heuristic has been shown to produce an 
order of magnitude gain in accuracy when the initial sus-
ceptibility estimate is far from the target infectivity, but it 
is not a cure-all. Repeated applications can lead to diver-
gence. Nonetheless, the experimental gains make this a 
good starting place before additional weight refinement. 

5.2 Newton’s Method 
The Section 5.1 adaptive heuristic improves the accuracy 
of the initial susceptibility weights. The adaptive heuristic 
could be followed by the use of further n-dimensional 
non-linear root-finding iterations, but the number of func-
tion evaluations would be too high to be practical. A heu-
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ristic that works well is using separate instances of a 
modified form of Newton's Secant Method [16] in one-
dimension independently for each of the subgroups. To 
briefly review, Newton's Method for one-dimensional 
root-finding is based on a truncated Taylor expansion 
around the function to be minimized, which searches for 
a minimum value x using an iterative approach. This 
search is successful when the starting value is close 
enough to the solution. The search uses equation 

 

)('
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k
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The Secant Method is a modification of Newton's Me-

thod, which uses difference equations in place of explicit 
derivatives. Hence, the last equation is transformed into: 
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which converges superlinearly. Advanced root-finding 
algorithms exist, but a Secant method advantage is that it 
only depends on the previous function evaluation. This is 
a major strength as it helps shield the protocol from re-
liance on outdated protocol performance measurements. 

The Secant method adapts gossip behavior by compu-
ting the next susceptibility values in order to minimize 
the difference between the desired information rate (in-
fectivity value) and the observed rate (observed infectivi-
ty value). Periodically (every 4 seconds in the experi-
ments), each subgroup uses the secant value to compute 
the new susceptibility for that subgroup to be used over 
the next time period. Subgroup r uses the information 
gathered from its members, using the process in Section 
4.1, to find new susceptibility values using the equation 

 
1

1
1

( )
( ) ( )

k k
k k k
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−
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where kS is the susceptibility value used in round k and 

( )kOI S is the average observed infectivity (information 
rate) that was achieved during the time period where sus-
ceptibility kS  was used. Two heuristics are applied to the 
Secant Method to improve its performance. First, no new 
calculation is invoked if the desired and observed infor-
mation rates are within 0.02 of each other. Second, the 
returned susceptibility value is forced to be in the range 
[0.02,0.98) to ensure that it is within a sane range. These 
exact bounds are heuristics (i.e. [0.05, 0.95] might also 
work). Limits above 0 and below 1.0 are needed because 
it is difficult to measure the impact of a change in the in-
put susceptibility on the output infectivity when the 
range includes the extreme ends 0 and 1.0.  

There is no mathematical proof that this converges, but 
experimental evidence has shown that it does converge 
and does so rapidly under stable network conditions.  

5.3 Proportional Controller 
Newton’s method works well in practice, but the result-
ing gossip weights (i.e., susceptibility values) can oscil-
late. Wild steps can also occur when network conditions 
remain relatively constant between measurement inter-
vals making the delta between readings small. The out-

comes measured will also drift naturally from one read-
ing to the next. An alternative is to create a controller for 
the AGG protocol. As in Newton’s method, one controller 
is used per subgroup to adapt its susceptibility values 
(i.e., gossip weights) in response to changing network 
conditions. Fig. 4 shows a simplified block diagram mod-
el of a network subgroup that can be used to understand 
how the controller can stabilize the gossip weights. The 
control model is only approximate because it treats the 
network as a linear system and models the nonlinearities 
as an additive disturbance. More advanced models are 
possible, but this simplified approach is sufficient to un-
derstand how the feedback mechanism functions and it 
has been effective in the experiments run. The meaning of 
the proportional controller’s major components follows. 

1) Reference (r) 
The reference signal to the system, r, is equals to the 

subgroups’ target information rate (i.e., infectivity rate).  
2) Error (e) 
The error, e, from each iteration is the difference be-

tween the target infectivity rate, r, and the observed infec-
tivity rate in the network. The error signal is sent to the 
controller to create the next target susceptibility value 
(gossip weight) for the network subgroup. 

3)  Controller (K(s)) 
The controller, K(s), is modeled as a proportional con-

troller that converts the error signal into a target suscepti-
bility value. Proportional control is a relatively simple 
approach that allows the system to approximately track 
the reference signal while also rejecting the disturbances. 
For this effort, the controller was tuned to a constant val-
ue KP, which was set to 75% of the maximum susceptibili-
ty value. The maximum susceptibility value is the suscep-
tibility value for the subgroup when all subgroups desire 
a 100% information rate. At 100%, all subgroups receive 
all information with high probability. The susceptibility 
value was found using the Section 3 equations. 

4)  Plant Process (P(s)) and Disturbance (d) 
The plant process, P(s), represents the behavior of the 

network modeled as a generalized linear system. The sus-
ceptibility (gossip weight) for the subgroup serves as an 
input to the network. As outlined in Section 4.1, the new 
subgroup susceptibility value will propagate throughout 
the group. Next, a user-defined amount of time will pass 
to allow periodic newly published gossip fragments to be 
gossiped through the group. After the user-defined time 
span, statistics are collected from the subgroup members, 
as described in Section 4.1, and the observed infectivity 
rate for the subgroup is used as the system output. 

 There are two observations about the network that 
guide the model development for the system. In general, 
it is not practical to give an exact model of network beha-
vior without specifying detailed operating conditions. 
The first observation is that higher levels of network con-
gestion lead to lower observed infectivity rates. It is diffi-
cult to model the relationship between congestion levels 
and infectivity rates, but is likely nonlinear. The second 
observation is that the gossip protocol operates in a net-
work that cannot change its state instantaneously. That is, 
the network essentially has a memory of past states and 
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will not immediately move from one congestion level to 
another. These observations indicate that network model 
must account for the nonlinear processes and how the 
system responds to requested changes. A simple ap-
proach to accommodate these elements is to model the 
network with a first-order differential equation with addi-
tive disturbances. The first-order differential equation 
captures the memory features of the network and the ad-
ditive disturbances represent the nonlinear behavior. In 
terms of the model, shown in Fig. 4, the first-order diffe-
rential equation translates into the transfer function P(s) = 
1/(s+β), where β characterizes how quickly the system 
responds to changes. The disturbance, d, is added to the 
output of the network model to yield the system output, 
y. When a subgroup’s gossip weight (susceptibility) is 
input into the network, the result is a percentage of nodes 
that will be infected on average. The result must be be-
tween 0 (0% infected) and 1 (100% infected). 

5)  Output (y) 
The system output of the system, y, is the observed in-

fectivity from the network. The output is determined 
through system measurements and used as a feedback 
signal to regulate the controller. 

The frequency-domain (Laplace) analysis below de-
rives the relationship between the output signal, the ref-
erence signal, and the disturbances as depicted in Fig. 4. 

 
( ) ( ) ( ) ( )[ ( ) ( )]Y s D s P s K s R s Y s= + −  (2) 

 
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )Y s D s P s K s R s P s K s Y s= + −         (3) 
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 ( ) ( ) ( ) ( )( )

1 ( ) ( ) 1 ( ) ( )
D s P s K s R sY s

P s K s P s K s
= +

+ +
         (5) 

 
Using a proportional controller and the linear system 
model described above, we have: 
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If there is no disturbance, then the step response to a ref-
erence input signal is given by: 
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and the corresponding output signal will be: 
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The output signal will approach the fraction KP/(β+KP), 
which, for KP >> β, approaches 1 as a steady-state value. 
The experiments run always had KP >> β, so the system 
would approximately track the reference signal. 

If there is no reference signal and the disturbance input 
is a step function, then the output signal is: 
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and the corresponding output signal will be: 
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The output signal will approach the fraction β/(β+KP), 
which, for KP >> β, approaches 0 as a steady-state value. 
Therefore, the feedback system will attenuate the distur-
bance at the output. 

In summary, if the proportional gain is large enough 
relative to the parameter β, then the output signal will 
closely track the reference signal and the disturbance will 
not play a significant role in the output. This control law 
is relatively simple and will yield reasonable results, but 
it can be improved by combining integral feedback with 
the proportional feedback. 

5.4 Proportional-Integral Controller 
The proportional controller does not have problems asso-
ciated with derivative calculations that occur in Newton's 
method, but it does not converge as quickly (expected 
linear convergence versus superlinear convergence for 
Newton's Secant method). The proportional controller can 
be improved by including an integration term in the 
feedback control law to increase the performance in track-
ing a reference signal and in rejecting a disturbance. The 
new controller is called a proportional-integral controller 
and its corresponding transfer function is given by 

 
( ) I

P
KK s K
s

= +  
 
where KP and KI are constants that determine the relative 
weights of the proportional and integral components of 
the control signal. Substituting the new controller into the 
model in Fig. 4 and performing a similar analysis to the 
one in Section 5.2 yields the following output response: 
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With no disturbances, the system response to a step input 
as the reference signal is 
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Using the Laplace transform final value theorem, it can be 
shown that as t → ∞, y(t) → 1, which indicates the system 
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Fig. 4. Linear System Model with Disturbance 
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eventually tracks the reference signal without error. 
If only a disturbance signal is applied to the system as 

a step function and there is no reference signal, then the 
system response is given by 

 
2( )
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Again using the final value theorem, the output signal 
approaches zero as t → ∞, so the system will completely 
reject disturbances given enough time to compensate for 
initial errors. This article’s test cases demonstrate the per-
formance advantages of the proportional-integral control 
law compared to the simpler proportional controller. 

In this article’s experiments, the values for the propor-
tional and integral controller gains were found through 
experiments guided by Zeigler-Nichol's tuning rules [17]. 

The above controller design considered the model as a 
continuous-time system and used Laplace transform 
techniques in the analysis. The continuous-time represen-
tation is convenient and efficient for analysis, but the sys-
tem will be simulated in a discrete-time environment. The 
general results are valid for a discrete-time implementa-
tion, but the details of the analysis and controller design 
are slightly different. The experiments run accounted for 
these differences and ensured the final system design 
maintained stability. An introduction to discrete-time 
control and the associated z-transform can be found in 
Ogata's book, "Discrete-Time Control Systems" [18]. 

6 EXPERIMENTAL RESULTS 
This section has four subsections. The first subsection 
describes the experimental setup. The second gives a de-
scription of the adaptive tests. The third presents experi-
ments that compare the behavior of the adaptive methods 
presented in Section 5 using trials adapted from standard 
transient response tests. The fourth subsection compares 
the performance of the adaptive methods against TCP 
and UDP in the same set of transient response tests to 
illustrate the adaptive algorithm's strengths. 

6.1 Experimental Setup 
Standard control tests were duplicated to compare the 
effectiveness of the different adaptive algorithms. De-
tailed descriptions of the impulse, ramp response, and 
sustained oscillation tests used can be found in introduc-
tory control theory texts including Ogata's book, "Modern 
Control Engineering" [17]. The tests’ purpose is to meas-
ure the stability and response times of adaptive heuristics 
in the face of changing input signals. Each test is briefly 
described in Section 6.2 along with its translation from the 
signal domain to a network communication environment.  

Experiments were conducted using Network Simulator 
2 (ns2) version 2.1b9a [19]. Theoretical simulations and 
non-linear least squares calculations were performed us-
ing Matlab version 5.3 Release 11 with the optimization 
toolbox. The Matlab lsqcurve-fit routine was called at the 
beginning of the simulation and as-needed to calculate 
gossip weights for each of the system’s nodes using the 
static gossip algorithm in section 3.  

Simulations were run to compare the Section 6.3 adap-
tive heuristics’ performance based on cost and accuracy. 
Each of the test sets were adapted from the control theo-
retic tests in Section 6.2. Because control theory is tradi-
tionally applied to a signaling environment, the tests in 
that domain are based on input signals that vary over 
time. The tests were adapted to a network domain by va-
rying the bit error rate occurring in the network links. 

In the tests run, bit errors were injected into the system 
links to emulate various forms of network disruptions. Bit 
error rates varied between a low of 0%, corresponding to 
a zero signal, and a high rate of 10%, corresponding to a 
one signal in the control theoretic tests. The intent was to 
see how well the adaptive heuristics were able to adapt to 
varying levels of network disruption. Bit error rate set-
tings were universally applied to all links in the network. 
Increased bit errors led to a rise in the number of dropped 
packets, which could be used to see how robust different 
algorithms were in the face of such disruptions. 

The 10% bit-error rate is higher than expected in most 
wired networks, but is not unreasonable in many wireless 
networks, particularly when mobile. Also, if a protocol 
performs well with a 10% bit-error rate then it indicates 
protocol robustness in other challenged environments.  

The tests in Section 6.4 compare the performance of the 
AGG protocol using the Section 5’s adaptive heuristics 
against TCP and UDP-based implementations. In the TCP 
implementation, the sender (publisher) reliably sends all 
new information in the system to each of the group mem-
bers via TCP. The UDP implementation sends all new 
information to the group’s nodes unreliably using UDP.  

Tests were performed using four 20-member sub-
groups linked together in a mesh, as shown in Fig. 5. The 
sender (the diagram’s Data Source) periodically created 
new messages at a rate of 20 messages per round. The 
target data rates of 25%, 50%, 75%, and 100% were used 
in the tests described in Section 5.3. The same basic confi-
guration was used in the tests in Section 5.4 except that all 
target rates were set to 100%. Tests started at time 3.5 and 
ended at time 364.0. The initial 3.5 and final 2 seconds of 
simulation time served as ramp-up/ramp-down time 
where no new messages entered the system. The run-
time, ramp-up, and ramp-down periods were chosen to 
be large enough to demonstrate the stability, or instabili-
ty, of the protocols tested. The buffers in each node, used 
to keep the node’s known information updates, had a size 
of 400 messages per group the node subscribed to. Mes-
sages timed out and expired after 2 seconds. There was a 
100 millisecond interval between gossip rounds. All 
nodes set their initial gossip timers randomly within a 100 
millisecond interval. 10 trials were run for each test confi-
guration. Packet latency was set to 1 millisecond per link 
traversed. Each link had a capacity of 1500 Mbits/second 
to eliminate bandwidth as a factor in the tests conducted.  

When gossiping, nodes sent packets to at least one des-
tination chosen at random within each subgroup. If no 
information was available to include in a message, per-
haps because the protocol had just begun, then a weights-
only message would be sent. These weights-only messag-
es were sent in order to make sure that gossip weight up-
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dates would propagate in a timely fashion. 

6.2 A Description of the Control Tests and Adaptive 
Heuristics Evaluated 

6.2.1 Network Adaptations of Control Tests 
A description of the adaptive tests follows. The impulse, 
ramp response, and sustained oscillation tests have been 
adapted from control theory to the domain of communi-
cation networks. The tests are designed to measure the 
stability of a system. Unit step and unit step disturbance 
tests are not included due to space considerations. The 
results were consistent with those included. 

Impulse: In control systems, an impulse involves ap-
plying a sudden spike from a 0 input to a 1 and then im-
mediately cutting back to 0. In the communication tests, 
the network began with no bit error rate on the links. At 
time 123.5 all links were set to a 10% error rate. At time 
243.5 the bit error rate fell back to a 0% rate. The key mea-
surements were the time it took for the adaptive heuris-
tics to produce gossip probability values between sub-
groups so that they matched their targets. 

Ramp Response: This test involves injecting a ramping 
signal input from 0 to 1. In the experiments, the ramping 
begins at time 143.5 seconds. The signal rate slowly rises 
from a 0% to a 10% error rate at each link in a series of 20 
increments. The error rate at time 143.5 + 4.0 * t is (0.10 / 
20.0) * t over increments of t = 1 … 20. The key measure-
ment is the system stability under shifting conditions. 

Sustained Oscillation: An oscillating signal is applied 
to test the system’s response. In the communication tests, 
at time 123.5 + t the error rate is set to 
(0.10 20.0) (1.0 ( mod 20))t⋅ +  on signal rise and 
(0.10 20.0) (20.0 (1.0 ( mod 20)))t⋅ − +  on its fall. This con-
tinues for 100 steps (during which t ranges from 0..99). 

6.2.2 Adaptive Heuristics Evaluated 
The major aspects of the adaptive heuristics were de-
scribed earlier in Section 5. A brief description of each of 
the nine heuristics is described below. 

Adaptive: Uses the least-squares heuristic, described in 
Section 5.1, when new gossip weights are calculated. 

Base No Correction: Calculates gossip weights accord-
ing to the static GG algorithm. Base No Correction does 
not adapt gossip weights after the initial calculation. 

Base Correction: Calculates gossip weights according 
to the static GG algorithm. Calculates the gossip weights 
again, using the linear least-squares heuristic, based on 
the difference between the static gossip weights com-
puted and the average information rates achieved in 500 
mini-trials. The mini-trials take place outside a network 
simulator. Every gossip message is reliably delivered to 
its destination and all gossip occurs all at once per round. 
This corrective step appears to increase the accuracy of 

the gossip weight calculations. Base Correction does not 
adapt the gossip weights after this second calculation. 

Base Refinement: Calculates gossip weights according 
to the Base Correction heuristic. Calculates the weights 
again, using the linear least-squares heuristic, one time 
four seconds (twice the message expiration time) after 
gossip begins. Base Refinement does not adapt the gossip 
weights after this calculation. 

Newton Cut Bounds: Newton's Secant method is used 
once the gossip weights are calculated via Base Refine-
ment. Newton's method does not calculate new gossip 
weights if the observed infectivity is within +/- .02 of the 
target infectivity. If a calculated gossip weight is above 1 
or below 0 then it is mapped to 1 or 0 respectively. 

P Control: The Proportional Controller is used once 
the gossip weights are calculated using Base Refinement. 

PI Control: The Proportional-Integral Controller is 
used once the gossip weights have been calculated using 
the Base Refinement heuristic. 

The following two implementations were used as a ba-
sis for comparison against the AGG protocol using each 
of the previously described heuristics. 

TCP: The sender establishes a TCP connection with 
each of the other nodes in the system. New gossip frag-
ments are placed in each of the TCP send queues as soon 
as they are created at the sender. The TCP protocol is only 
used in the tests in Section 6.4. 

UDP: New gossip fragments are sent from the sender 
to each of the other nodes using point to point UDP mes-
sages. UDP is only used in the Section 6.4 tests. 

6.3 The Adaptive Heuristics’ Performance 
The adaptive heuristics in Section 5 were evaluated ac-
cording to the control-based tests in Section 6.2.1. The 
tests consistently showed that the proportional and pro-
portional-integral controllers outperformed the other 
adaptive heuristics. The heuristic based on Newton’s me-
thod performed similarly to the controllers except that 
Newton’s method had higher overall error in the scena-
rios run. Error here is the difference between the desired 
target information rate, which ranges from 0% to 100%, 
and the actual received information rate. Error rates are 
computed using a Manhattan metric, which sums the dif-
ference between the desired and actual percentage of in-
formation received for each of the four subgroups in the 
system. Two variations were used. In the first, the abso-
lute values of all differences were added together and in 
the second, the relative differences were added.  

Fig. 6 depicts key points regarding the impulse test us-
ing the absolute value metric. First, the Manhattan-metric 
sum of the difference between the desired and actual in-
formation rates tends to be very good in steady-state for 
the controllers and Newton heuristic, with a value of ap-
proximately 0.02 per subgroup. The graphs show that the 
non-adaptive versions of the algorithms do much worse 
than their adaptive counterparts. The adaptive algorithm, 
which uses the linear least squares method, is better than 
the non-adaptive alternatives, but can diverge from the 
target over time. Newton's method, the Proportional Con-
troller, and the Proportional-Integral Controller perform 

 
Fig. 5. The format of the adaptive tests  
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best. Of these, Newton's method performs worst once the 
initial calibration phase ended. The Proportional Control-
ler and Proportional-Integral Controller performed simi-
larly. Both rapidly converge to near-zero error after a 
network disturbance, except that the delayed version sta-
bilizes more quickly under shifting network conditions. 

Fig. 7 shows the same impulse tests using a Manhattan 
metric, which sums the relative, rather than absolute, dif-
ferences between the desired and actual information 
rates. It shows that the controllers and Newton heuristic 
tend to be close to the desired values and quickly stabiliz-
es under a disruptive change from 0% to 10% bit-error 
rate across all links. Fig. 8 shows the result of ramp re-
sponse tests using the relative Manhattan metric. As the 
impulse tests showed previously, the controllers and 
Newton heuristic are fairly stable while the least-squares 
heuristic oscillates and tends to remain farther away from 
the desired rates. The more static, heuristics do not per-
form well under changing conditions. 

Fig. 9 shows sustained oscillation test results using the 
relative Manhattan metric. The graphs show the impact of 
oscillating bit-error rates in terms of error versus time 
(top) and cumulative error versus time (bottom). The re-
sults show that the controllers are relatively stable, both 
in terms of their rates over time and in terms of their cu-
mulative error. The Newton heuristic also performs well. 
The linear least-squares (adaptive) heuristic remains 
within a relatively constant amount of error from the de-
sired targets, but the heuristic also has a tendency to rise 
or fall on a cumulative basis over time. As expected, static 
heuristics perform poorly under changing conditions. 

6.4 A Comparison of AGG Versus TCP and UDP-
based Implementations 

As mentioned in the experimental setup section, the tar-
get gossip percentage was set to 100% for all groups. One 
run took place with an error rate of 0% per link and 
another had an error rate of 10% per link. Only the cumu-
lative error graphs for 0% and 10% fault scenarios are 
included in this section. The other graphs could not be 
included due to space limitations. In the 10% fault scena-
rio, there were a large number of drops between nodes. 
Only 65% of the packets were successfully received after 
traveling through just four links. The key measurements 
were the error rate, which is expressed in terms of the 
difference between a perfect 100% receipt of information 
and the actual receipt rate, the latency between the time a 
new piece of information was published to the system 
and its receipt (computed per packet received), and the 
average message load in terms of the number of packets 
sent per second. All nine types of adaptive heuristics 
were used including the TCP and UDP implementations 
described earlier. Packets that arrived later than 2.0 
seconds counted towards the total received in TCP as the 
protocol does not allow packets to expire.  

Fig. 10 shows the difference between the desired rate 
of information (100% in all cases) and the actual rate. Both 
graphs are cumulative. The top graph shows that the 
adaptive heuristics, the UDP, and the TCP implementa-
tions all perform well by this metric when there are no 
bit-errors on the links in the system. The bottom graph 
depicts the cumulative error rates when a 10% bit-error 
rate is applied to the links. TCP’s congestion mechanism 
prevents it from having the throughput to meet the de-
mand for published information. The UDP-based proto-
col loses information, due to dropped packets, and it also 
has performance problems, though not as severe as with 
the TCP-based protocol. The AGG protocols are able to 
adapt to the changed conditions and still deliver nearly 
100% of the published information. It is important to note 
that all protocols perform reasonably well in the 0% loss 
case. Even the worst protocol of Base Refinement only has 
a cumulative loss of 6 over 360 seconds. By contrast, each 
of the gossip variants performs far better than the roughly 
50 and 250 cumulative loss rates of UDP and TCP, respec-
tively, for the reasons outlined above. This shows the ro-
bustness of gossip in heavy loss situations. 

Graphs of the average number of messages per second 
are not shown due to space considerations. The average 
number of messages sent per node remained steady in 
each of the protocols. One UDP packet is sent to each 
node in the system per published piece of information so 
its rate remains at a constant 20 messages per second in 
both the 0% bit-error rate per link and 10% bit-error rate 
per link cases. The AGG protocols also remain steady at a 
constant five messages per node per gossip round, except 
during adaptive gossip calibration, which take place 
every four seconds, when the number averages just over 6 
messages per node. During the adaptive gossip calibra-
tion points, information must be gathered and dissemi-
nated regarding current system performance using gossip 
messages. TCP’s congestion-control mechanism results in 

 
Fig. 6. Impulse Test Results based on an absolute value Manhattan 
metric. The graph illustrates the effect of varying bit-error rates.  

Fig. 7. The Fig. 6 impulse test, but using a relative difference Manhat-
tan metric. The test illustrates the impact of varying bit-error rates.  
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a lower load on the system with an average load per node 
of roughly 1 packet per second rather than the 2 that is 
present during the 0% bit-error scenario.  

Graphs depicting the latency across the 0% and 10% bit 
error-rate scenarios are not shown due to space con-
straints. The latency was extremely low for UDP packets, 
averaging under 10 ms, because no recovery mechanism 
was present. The AGG gossip-based protocols tended to 
have higher latency in good conditions, averaging just 
under 1.1 seconds. However, latency remained nearly 
constant as the bit-error rate increased. The TCP-based 
protocol, by contrast, had a latency of under 10 ms when 
no bit error rates were present. However, it had high la-

tency, with an average of 28.5 seconds when bit error 
rates were 10% per link. Latency was the time difference 
between the moment an information update was first 
created to the time it was received via a packet at a node. 

These results show that AGG strikes a strong balance 
between delivering information at a target rate, the laten-
cy that such deliveries take, and the per node average 
message load. Gossip can perform better with high bit 
rates because of its exponential spread of information and 
its ability to continue to operate even when some nodes in 
the multicast group are receiving data at a low rate. 

Previous work by the authors and others has looked at 
the impact of overlapping groups, of different gossip dis-
tributions, and of varying group sizes. Prior results show 
that system overhead decreases as subgroup sizes in-
crease [1]. Efficiency also rises as the number of overlap-
ping groups grows because gossip information can often 
be piggy-backed into combined packets [20]. Notable stu-
dies show that non-uniform distributions can improve 
performance when the operating environment is not uni-
form, perhaps due to geography or network performance 
differences [11, 13]. Other characteristics, such as energy 
use, may also be better optimized under other distribu-
tions [21]. These studies, as a whole, show that gossip can 
be tuned with domain knowledge for better performance 
and this could be a good avenue for future exploration. 

7 CONCLUSION 
This article has presented a new gossip-based group 
communication protocol called adaptive gravitational 
gossip (AGG). AGG is targeted towards publish-

 

Fig. 10. The AGG, the UDP, and the TCP protocols all perform well 
when no bit-errors on the links (top graph). A 10% bit-error rate per 
link (bottom graph) is a major problem for UDP and TCP while AGG 
delivers close to 100% of the desired information. 

 

Fig. 8. This graph shows the result of ramp-response tests. The test
illustrates the effect of varying bit-error rates. 

Fig. 9. These graphs show the result of sustained oscillation tests.
The graphs show the result of oscillating bit-error rates. The top graph
is a plot of relative Manhattan errors versus time. The bottom graph
show cumulative error versus time. 
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subscribe systems that involve periodic information up-
dates. The protocol allows nodes to be combined into 
subgroups of subscribers to an information stream. Each 
subgroup is able to set a different target for the percent of 
information updates that will reach the subgroup’s mem-
bers. The targets are maintained with high probability 
despite changes in network conditions over time. The 
adaptive control heuristics work in conjunction with a 
static mathematical model of the protocol’s behavior 
without packet losses. Applications that could benefit 
from the AGG protocol include Net-Centric Warfare situ-
ations in the military and in proximity-sensitive sensor 
networks. Experimental results illustrated the effective-
ness of the control heuristics used to adapt the subgroup 
gossip probability values. Comparisons against basic TCP 
and UDP based group communication protocols illu-
strated high levels of expected reliability and consistent 
message loads in the AGG protocol. AGG shows promise 
for use in disruption-prone networks in situations where 
subgroups of nodes in publish-subscribe systems have 
different interest levels in a common periodic information 
stream. Both AGG’s theoretical foundations and experi-
mental results show that the protocol operates in a way 
that is fair, stable, and disruption-tolerant. 
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